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Abstract. Any human activity (economic, entrepreneurial, commercial) is associated with the performance of
many operations at the stages of movement of raw materials, goods, products from the supply sector to the sphere
of production and consumption. Such operations are transportation, storage, processing, sales, etc. These types
of activities are characterized by the massive receipt of products, goods, money, and clients at random times;
their sequential servicing is carried out by corresponding operations, the execution time of which, as a rule, is also
random. All this leads to inequalities in work, creates idle time, underload and overload in operations. Therefore,
the tasks arise of analyzing existing options for performing a certain set of operations, identifying bottlenecks and
reserves for developing and making management decisions to improve the operating efficiency of any organization.
Such problems are successfully solved using queuing theory. The basis for making management decisions are
parameters that characterize different aspects of the operation of both the system as a whole and its individual
elements. To describe individual parts of the system, the distribution of random variables and their numerical
properties are traditionally used. The main characteristics of the action and state of the QS are the average number
of requests in the queue or system, the average waiting time for service and others, as well as the value of some
probabilities (the probability of service denial, the probability that there are at least a certain number of requirements
in the system, the probability that the system is free from maintenance, etc.).

The article describes some methods and techniques for studying Markov systems (the processes of
which have no history), which turn out to be applicable to more general systems. A Markov queuing system
with a restriction on the largest number of requirements in the system is considered. The probabilities of
state transitions for closed and open-loop systems are described and calculated using Erlang methods and
using the laws of conservation of system probabilities and the Laplace transform. Calculations of queue
safety under stationary operating modes of queuing systems are demonstrated.

Key words: queuing systems, Markov systems, Erlang method, closed-loop system, open-loop system,
conservation laws.

PO3PAXYHOK XAPAKTEPUCTUK CUCTEM MACOBOI'O OBCJTYTOBYBAHHA
I3 BACTOCYBAHHAM METOLY EPJIAHTA | 3AKOHIB 3BEPEXEHHA

HAumoea I'.0., kaHO. mexH. Hayk, Phd., doueHm kaghedpu MeHedXMeHMY, MapKemuHay

ma iHgbopmaujitHux mexHosnoeziti, XepCoHCbKUU depxxasHUl azpapHO-eKOHOMIYHUU yHigepcumem,
XepcoH/KponusHuubkud, YkpaiHa
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AHomauiss. bydb-sika disinbHicmb f1OOUHU (20criodapcbka, MidnpueMHUYUbKa, KoOMepUiltiHa) rnog’sisaHa
3 BUKOHaHHSIM be3riiyi orepauil Ha emanax pyxy cuposuHU, moeapis, eupobie 3i chepu mocmadaHHs 00
cohepu supobHUUMBa ma crioxueaHHs. Takumu ornepauyismMu € mpaHcrnopmyeaHHs, 36epicaHHsi, 06pobka,
peanizayis mowo. Lli sudu OisinbHOCMI Xxapakmepu3yrombCsi Macogicmio HaOX00XXeHHs aupobis, mosapis,
epowel, KrieHmie y surnadkosi MOMeHmMuU 4Yacy, ix nocnidosHe obcry208y8aHHs 30iUCHIOEMbCS 8i0M08IOHU-
MU orepauisMmu, Yac 8UKOHaHHS IKuX 30ebirnbuo2o mex mae surnadkosuli xapakmep. Yce ue rnpu3eodums
00 HepigHocmel y pobomi, nopodxye npocmoi, HeO08aHMAaXeHHSI ma fepesaHMmMaXeHHs1 8 ornepaujisix.
Tomy suHuKkaromp 3adadi aHari3y iCHyr4UX eapiaHmie 8UKOHaHHSI OesiKoI CyKyrnHocmi orepauil, eusieneH-
HS1 8y3bKUX MicUb i pe3epsie 05 po3pobKu ma npulHamms yrnpaesniHCbKUX pilueHb w000 Mid8UUEeHHSs
egpekmusHocmi yHKUiOHy8aHHs1 6yOb-sIKOi opaaHisauii. Taki 3adauyi ycriuHoO po38’sa3ytombcs 3a ornomMo-
2010 meopii Macogoao obcriy2osygaHHSA. OCHO80K Orist NPUUHAMMS yrpaeiHCbKUX pilleHb € napamempu,
SKi Xapakmepu3yromb pisHi cmopoHu il SK cucmemu 3a2arioM , makK i okpemux ii enemeHmis. s onucy
OKpeMux efleMeHmie cucmemu 3a3gu4vali BUKOPUCMO8YMmb po3rodin sunadkogux 8eluUYUH ma ix Yucriosi
xapakmepucmuku. OcHosHUMU xapakmepucmukamu Oii i cmaHy CMO € cepedHe 4ucio sumoe y 4yep3i abo
8 cucmemi, cepelHili Yac o4ikysaHHs1 06Cry208y8aHHs U iHWI, @ MaKoX 3Ha4YeHHs1 OesIKux iMosipHocmel
(imogipHocmi 8idmosu 8 0bcry208y8aHHi, LiMOBIPHOCMI MO20, WO 8 cucmemMi PO3MIlUeHO He MeHwe 3a
fesHe 4ucrio 8UMOoe, iMO8IpHOCMI Mo2o, Wo cucmema gifibHa 8i0 0bc¢1y208y8aHHs Mowjo).
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Y cmammi onucaHi desiki MemoOu i rpuliomu OOCIOXKEHHST MapKOBCbKUX cucmeM (pouecu siKux He
Marome riepedicmopii), wo susensmscsi 3acmocosaHumMu 00 b6inbw 3a2anbHUX cucmem. Posansdaems-
Cs MapKoscbKa cucmema Macogeo20 00Cr1y208y8aHHS 3 OOMEXEHHSIM MaKcuMallbHOI KinbKocmi eumoa y
cucmemi. OnucaHi U po3paxoeaHi iMogipHocmi nepexodie cmarie 05151 3aMKHEHUX | PO3IMKHEHUX cucmem
memodamu EpnaHea ma 3 8UKOPUCMAaHHSM 3aKOHI8 36epexXeHHSs UMogipHocmel cucmeM i mepemaeopeHHs
Jlannaca. [NpodemMoHcmpo8aHi 064YUCIEHHST 36EePEXEHHST Yepau 3a cmauioHapHUX pexxumie pobomu cuc-
mem mMacoeo20 06CI1y208y8aHHSI.

Knroyosi crnioea: cucmemu macogoeo 06criyeosygaHHs, MapKo8ChbKi cucmemu, memod EprnaHeaa,
3aMKHeHa cucmema, Po3iMKHeHa cucmema, 3aKoHU 36epeXeHHS.

Introduction

When researching operations, one often has to deal with the operation of peculiar systems called
queuing systems (QS). Examples of such systems include: electronic queues, repair shops, ticket offices,
queues for family doctors, shops, hairdressers, computer networks.

The QS may consist of a certain number of service units (devices), which are called service channels.
Channels can be: communication lines, workplaces, cashiers, salespeople, elevators, cars, etc. QS can be
single-channel or multi-channel.

The QS is designed to service the flow of applications (requirements) arriving at its input at random mo-
ments in time. Servicing of the request continues for a random time T, after which the channel is freed and
ready to receive the next request. The random nature of the flow of applications and service times leads to
the fact that a large number of applications can accumulate at the input of the QS (they either queue up or
leave the QS unserved); in other periods, the QS will work with underload or be completely idle [1].

The QS operation process is a random process with discrete states and continuous time; the state of
the QS changes abruptly at the moments of occurrence of events (the arrival of a new request, the end of
service, or the moment when an application that is tired of waiting leaves the queue, applications with a
limited waiting time).

The subject of the theory of queuing systems is the construction of mathematical models that connect
the given operating conditions of the QS (the number of channels, their productivity, operating rules, the na-
ture of the flow of requests) with the performance indicators of interest to the QS, which can be divided into
two groups: indicators directly related to the stationary probability distribution {P,} number of applications
in the system and time indicators.

The theory of queuing began with the work of the Danish scientist A.K. Erlang for calculating telephone
networks. In the formation and development of this theory, a prominent role belongs to scientists A.A. Mark-
ov, A.Ya. Khinchin, A.N. Kolmogorov, B.V. Gnedenko, I.N. Kovalenko and many others [2, 3].

Despite the fact that methods have now been developed and classes of QS that are much more general
than the class of Markov QS have been quite fully studied, a separate study of the latter is important. This
is explained, on the one hand, by the fact that some methods and techniques for studying Markov systems
turn out to be applicable (in a modified form) to more general systems and, on the other hand, by the sim-
plicity and clarity of formulas expressing the characteristics of a system through its parameters. This allows
us to better understand the qualitative behavior of service processes and evaluate the impact of changing
system parameters on the characteristics of interest [2, 4].

Research

Calculation of Markov systems. If the future behavior of a process depends on its past history, then by
appropriately expanding the concept of “state,” in other words, by increasing the number of components of
the vector representing the process, it can be reduced to a Markovian one.

Distribution of intervals for the simplest incoming stream A(6)=1 — e™®, exponential distribution of service
time B(0)=1 — e~

Erlang method. Let's consider a Markov queuing system with a limit on the maximum number of re-
quests in the system by value R. The states of such a system can be characterized by the number of
requirements of applications. Possible transitions between states are indicated in Figure 1, and the corre-
sponding probabilities are in Table 1. There is no maintenance in state £, (system idle). Applications that
find the system in the E,, state are rejected [2, 3].

The probabilities of making two or more jumps are of the order of smallness, higher than At, and are not
included in the table.
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Table 1
Probabilities of transitions in a Markov system over an interval At

P State of the system - Transition probability accurate to 0 (At)
initial final
Eo(t) E.(t + At) Aot
Eo(t) Eo(t + At) 1 — oAt
Ek—l(t + At) ﬂkAt
Ex(t),k=1R-1 Ep_1(t + At) A At
Er_1(t + At) URAt
Er(6) Eg_1(t + Ab) 1 — upAt

H1P1 M2 P2 o HRPR
oS

Fig. 1. Law of conservation of state probabilities for Markov systems

Combining the probabilities of events, according to the total probability theorem, we obtain a system of

difference equations

( Po(t + At) = po(£) (1 — ApAt) + py Atp, (t) + 0(AL)
Pt + A) = (O — (g + iAL] + Ag_y Aty (6) +
i At () +0(A),  k=TR—1 (1)

Uit + 86 = po(0)(1 — 1 0) + Ag_1Atp 4 (1) + 0(AD)

Let's regroup the terms of these equations and divide both sides of each of them by At:

Po(t + At) — po (t) 0(A?)
9 AL = —AoPo(t) + uip1 (t) + At
pi(t + At) — pi(t)
k v ASEA —(Ak + )P () + Ag1pr—1(0) +
0(At) @
g r1Pr+1 () + AL k=1R-1

s At)—p (t) 080
R Y R = —urpr(t) + Ag_1pr-1(t) + A

Letting At tend to zero, we obtain a system of differential equations

P (t) = =y + 1Py (t) M Py (8)+
+uk+1pk+1 (t)’ k = l’R -1
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By specifying the initial conditions for system (3), for example, in the form p,(0)=1 and p,(0)=0 for
k =1,R , one can find a numerical solution to the corresponding Cauchy problem for an arbitrary value of t.

As t -« , the time derivatives, if a stationary regime exists, vanish. As a result, we arrive at a system
of linear algebraic equations for stationary probabilities

—AoPg + 1Py =0
7\,0,00 - (7”1 + ”1)p1 +u,p, =0
Ay = (hy +1,)P; + 1Py =0

.......................................... (4)
MeaPi s — o + )P + HiaaPeia =0
Mg 1Pr_y —MgPg =0
Adding the first k + 1 equations of this system, we are convinced that
APy + Ay 1Py =0 (5)
whence it follows
A A A A A A
pk+1:ipkzikﬂpkf1:"’:7kﬂnoizpl- (6)
Hyir My My My My H,

From the first equation we get P~ Lap, . Thus, for a problem with transitions only to neighboring states
(the “reproduction and death” scheme), all probab|I|t|es are expressed through p, according to
Py = %Py k= 11Rv

k-1 by
where o, =[] —.

i=0 Mis1

The probability p, is determined from the normalization condition (the sum of all probabilities must be
equal to one). Consequently,

-1

- [1+k§;ock] 7)

From the considered scheme, various special cases can be obtained, for example, A, =4(R-K)K
(closed-loop system), 3, =2 (open-loop system), as well as the case of an n-linear system, for which

kuk=1,n-1
He = —
nu, k=1R

For an open-loop system, R =« corresponds to an unlimited queue. For R =« , the condition for the
existence of a statlonary solution is the convergence of the series 2. For the senes to converge, it is
sufficient to require the existence of a constant g <(0,1), which exceeds any ratio P, starting from some
number k. In this case, subsequent terms of the series are majorized by terms of a decreasmg geometric
progression with denominator g, the sum of which is finite.

The final Erlang formulas for the open-loop system M/M/n:

w303 (]

u

For systems with a finite number of states, especially closed-loop ones, P, =1, and using formula (5)

we calculate {p,} for specific dependencies 1 (k) and (k), simultaneously calculating the sum, and then
normalize the results.
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For the abbreviated designation of QS, D. Kendall proposed using a formula of the form A/B/n/R,
where A indicates the distribution of intervals between requests, B is the distribution of service time, n is the
number of channels, R is the maximum number of requests in the system [3, 5].

Calculation of the M/ M / 1 system using the laws of conservation of state probabilities. Let us
apply the laws of conservation of state probabilities to the calculation of the main indicators of the M/M/1
system (single-channel QS with the simplest incoming flow and exponential distribution with the Markov
property, with an unlimited queue).

First of all, we note that for this QS A« =2 and k=1 and does not depend on k. Consequently, for all
K we have yp, ,=ip, , OF p,. rfpk. By mtroducmg the notation x =" — system load factor, we obtain formulas
for stationary probabilities p,'=(1-x)x*k=0,1,... M

The condition for the existence of a stationary regime is the inequality A<u. Note that ;:T (7 is the av-
erage se(r\)/lce time). Consequently, p, = 17%_1 27, which confirms the law of conservation of requirements
P|1-=|=v(s

denerating function of probabilities

1-x
1-xz

:Z::Ol xxz_ (9)

Based on the formula, the Laplace transform of the distribution of the application’s residence time in the
system

U(S)—P(l—sj—l_j(_lx_s]:Hf;is (10)
»

Consequently, the residence time of a request in the system is subject to the exponential law with the
parameter A —p . Average stay time
1
v, = T—k ,
as A — u increases without limit. This leads to the conclusion that it is inadmissible to choose an average
service speed equal to the intensity of the flow of requests. Average number of applications in the system

L=(1- x)ikxk =x(1- x)i:kx"’1 =
k=1 k=1

d 1 X A
RO o) R )

Thus, the relation L[1]=Av, u between L, and v, turned out to be correct, which is consistent with the
queue conservation law.

Conclusion

The paper considers the possibility of using the Erlang method to construct models of queuing systems
with a limit on the number of requests associated with the system.

Calculations of queue conservation under stationary operating modes of the M/ M / 1 type QS using
conservation laws and Laplace transforms, generating distribution functions are shown.
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