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Abstract 
The work is devoted to the study of the sensibility of the eigenvalues of dynamic 

systems models in state space and the stability of dynamic systems models. The problem of 
finding state estimates of dynamic systems is quite common in the design of optimal 
continuous and discrete control systems in their stochastic and deterministic form. The 
possibility of solving individual problems of finding estimates and optimal controls by 
projecting multidimensional spaces onto their own subspaces in order of increasing difficulty 
of solved problems has been considered. 

The possibility to estimate the sensitivity of the parameters of linear dynamic system 
models using projection methods was accomplished. The study of dynamic systems models for 
sensitivity allowed us to identify critical changes in the eigenvalues of the system operator and 
predict unstable system operation modes. The solution of the stability problem of the dynamic 
system model is determined by the structure of the dynamic system model matrix, its rank, 
type, and multiplicity of the roots of the characteristic polynomial, and is solved by the theory 
of multiple roots of eigenvalues and eigenvectors based on Hershhorin's theorems. The 
stability of the dynamic system model is determined by the location of the eigenvalues on the 
complex plane. 
 

Introduction 
The problem of estimating the states of dynamic systems is quite common in the 

design of optimal continuous and discrete control systems in their stochastic and 
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deterministic forms. Let's consider the possibility of solving individual problems of 
finding estimates and optimal control by the method of projection of multidimensional 
spaces onto their own subspaces in order of increasing difficulty of solved tasks. In the 
study of dynamic systems in individual cases, all output coordinates of the system can 
be directly measured and observed. 

For linear systems that have such properties, the formation of an optimal control 
law as a function of state coordinates can be carried out even in the presence of 
measurement noise. However, in engineering practice it happens very often, that not all 
state coordinates can be observed and measured (for example, the speed of reaction in 
chemical plants) 12. In these cases, the optimal control law is determined as a function 
of the best estimates of state coordinates, which are determined by measurements of 
the system's output signals. Thus, the problem of optimal control in a more general 
formulation includes both the problem of finding an optimal estimate of the system 
states and the problem of optimal control. 

For modern control theory, the description of the system is characterized by the 
use of state variables and the application of projection methods that optimize its 
motion of controls in the space of possible states. 

The most commonly used mathematical methods for control system design are: 
variational calculus; 
the principle of maximum; 
dynamic programming. 

In all cases, the ultimate goal of design is to determine the optimal control law or 
control sequence that provides the maximum or minimum of a given functional that 
characterizes the quality of the system 3. 

The general features of the three methods mentioned is the use of variational 
calculus: the first method has a direct relationship to the Euler-Lagrange equations, the 
second to the Hamilton principle, and the third to the Hamilton-Jacobi equations. 

Euler-Lagrange Equations 
 

(1) 

where 
; (2) 

where  lagrangian; 
 generalized coordinates. 

The Lagrange equation is derived from the Hamilton variational principle: any 
dynamical system will move under the action of conservative forces from any initial 
state so as to minimize the mean over time between the kinetic and the 
potential energies. The function that has the full energy of the system through 
generalized coordinates and momenta is called the Hamilton function. 

; (3) 
 
 
1      (1974)    .:  284  2 

(1971) .: 472
3     III   (1982)    .:    392  
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and 

the Hamiltonian Canonical Equation. 

 
 

(4) 

 
 Projection methods for assessing the states of a dynamic system 

Let's consider the general solution to variational computation problems based on 
the method of projecting spaces onto subspaces, and evaluate the difficulties and 
advantages of this approach 45. 

Let's assume that in a unidimensional or Euclidean space , there is a given 
arbitrary vector and some subspace with the basis . The vector can 
be represented (and uniquely) as a sum 

(5) 
where  The orthogonal projection of the vector onto the subspace . 
Orthogonality to the subspace is understood to be orthogonality to all vectors 

in that subspace. Let us explain this with the figure 1. 
 
 
 
 
 
 
 
 
 

Figure 1  Projection of onto the subspace 6 
 

To set up the arrangemen s can be represented in the form 
, (6) 

where  some complex or real (for the Euclidean space) numbers. 
For Figure 1 . 

To determine these numbers, we use the relations 
(7) 

Substituting the expression from (6) for into (7) 

4  . . (2004)    , 560  
5       (2020)       

       : 
   176  

6  . . (2004)   .: , 560  
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Considering this system of equations as a system of linear homogeneous 
equations, which have zero solutions , its determinant can be equated 
to zero (having previously transposed it relative to the principal diagonal) 

(9) 

By extracting the member of this determinant that contains , we can get 

(10) 

where  the Gram determinant for the vectors 
(due to the independence of these vectors ). 

With (5) 

(11) 

The formulas (10) and (11) express the projection of the vector onto the 
subspace , observed at the output (dimensional vector parameters of the process
running in the system), by linear combinations of which we will find (restore) 
estimates of the vectors of the state space of the system 7. 

Let be an arbitrary vector in the set of vectors in , and  an arbitrary vector 
in . If we construct the vectors from the initial coordinates, then and 
will respectively equal the lengths of the inclined and altitude drawn from the end of 
the vector to the surface (fig. 1). Therefore, by considering the altitude being 
smaller than the inclined, we have (the equality sign will only 
be when ). Thus, among all the vectors , the vector is the least inclined 
from the given vector . The value of the given vector 

is the quadratic error in approximating . 
Projection methods of investigation allow us to simultaneously and 

independently solve the problem of evaluating the state vectors of a dynamic system 
and finding optimal control sequences. 

Let s apply this approach to solve the problem of controlling a multi-dimensional 
system with coordinates that are not accessible for observation. 
 
 
 
 
 
7  . . (2004)   .: , 560  
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 Research on the sensitivity of eigenvalues of dynamic systems 
model matrices in the state space 

When applying the generalized approach outlined in point 1 to solve the problem 
of controlling a multi-dimensional system with coordinates inaccessible for 
observation, only output signals can be measured directly. 

The measured coordinates are treated as output variables and are denoted by 
, considering them components of the vector . 

When solving the problem, the output variables are assumed as linear functions 
of the state coordinates and are related to them through a linear transformation 

, (12) 
where  n-dimensional vector; 

 -dimensional vector; 
 matrix with . 

In the case where the output vector size is smaller than the state vector, the 
matrix is rectangular and has no inverse matrix. In fact, this matrix is the output 
matrix (matrix of measured variables) 89[46, 119, 124]. 

When researching the possibilities of optimal control, we will start from the fact 
that the system is described by a vector-matrix differential equation 10[90, 120, 121, 
124]. 

, (13) 
where  n-dimensional vector that represents the state variables; 

 k-dimensional vector that represents the control influences; 
 s- dimensional vector that represents external random influences; 
 matrix of process coefficients that occur in the system; 
 control matrix. 

The solution of equation (13) has the form 1112 

, (14) 

where  the transition matrix that satisfies a homogeneous differential 
equation 

(15) 
 
 
8   (2017)        

        XVII 
-   (8-13  2017 .,      . 

 ,  150-152. 
9   (1971)    .:  472  
10      . .,     (2012)   

   ,  1 (44),  292-302. 
11  . .,     (2016)    

    .   
,    169-173. 

12       (2020)        
         

   176  
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and relationship 
, (16) 

where  unit matrix. 
In discrete dynamic systems with digital control for 

, the solution in discrete form is given by the state transition 
equation 

, (17) 
where 

, (18) 
 

(19) 

(20) 

The principle of constructing optimal controls for a dynamic system is also 
determined by a quality index, which takes into account constraints that guarantee the 
physical realization of an optimal control for the dynamic system. When implementing 
digital control systems, the quality index is determined by a quadratic form.1314 

(21) 

where  vector of the desired state; 
Q, H  positively defined symmetric matrices; 

 constant multiplier. 
The first addendum in (21) gives the deviation from the process specified at any 

time , the second addendum takes into account the energy limitations of the 
controlling influence 15. 

By selecting the appropriate elements of the matrix Q, any state coordinate of the 
process can be made more important and effective for assessing the system's quality 
compared to another variable. Similarly, by selecting elements of the matrix H, desired 
limitations can be imposed on the energy of controlling influences. Optimal control 
involves determining a sequence of control vectors that 
minimize the expected mean of the quality indicator 16. 
 
 
 
 
13    .  (1974)    .:  284  
14   (1971)    .:  472  
15  . .,     (2016)    

       
 ,   . 259-264. 

16  . .,     (2016)     
    .   

19). 169-173.
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For linear systems described by state equations (17), the control vector that 
minimizes the expected mean of the quality indicator is given by the formula 1718: 

, (22) where 
 The feedback matrix, whose elements are the feedback 

coefficients (it changes over time, as it is calculated at each step); 

 estimation of the state vector , which uses measured values 
(23) 

output vectors, optimum in the sense that the expected mean value is minimized 

(24) 
 

where according to formula (5) and Fig. 1 is the orthogonal projection 
of the state vector onto the subspace . Therefore 

, (25) 
is a subspace of the space  the space of the state vectors of the 

dynamic system. 
According to (25), the vector of optimal control can be written as the 

sum of its orthogonal projection onto the subspace and its normal 

component 19. 
According to formula (5) and Fig. 1, by analogy it can be written 

. (26) 
Using the basic properties of orthogonal projection 20, it`s find 

(22 ) 

The orthogonal projection of which is the best estimate for is 
linearly related to the best estimate for . The normal component of the vector 

constitutes the estimation error 21. The estimation of can be physically 

realized as an estimation function that can be determined by measuring the 
output signals. 

Let us now show that using the principle of optimality and when the optimal 
control vector is replaced by its best estimate (22), the quality of the system is
determined by the minimum mean value of . The solution is based on dynamic 
 
17       (2020)        

         
   176  

18           
     V  -  
-        2017.   5  62-67. 19 

  (1978)  .   280  
20  . . (2004)   .: , 560  
21         . -

, , 2017. 28-29. 55-59.
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programming. Expression (21) describes the optimal control law 22. To prove this, the 
symmetry of the matrices Q and H is used 23. Let's denote the minimum expected 
mean value of by 

. (27) 

It is obvious that when , then and . 
However, when , then , that is, an error is introduced since 
by definition is the minimum for . Thus, the problem is to determine an estimate 
for that minimizes the error due to the non-realization of . This
estimate is called the best estimate and it is given by the orthogonal projection of 

and therefore equation (22) determines the optimal control law for processes
with coordinates inaccessible for measurement. The task reduces to the finding of 
estimates for a multi-step process in which the estimates are successively found for all 
steps and optimal solutions found in the previous step are used in each successive step, 
that is, the principle of dynamic programming is implemented 24. 

Using the principle of optimality, the minimum value of for an N-step 
control process with N 1 can be written as 

, (28) 

where the connection between and is given by the equation 
. (29) 

For N = 1 the minimum is equal to 25 

. 

Here, as mentioned before, the symmetry of the matrices Q and H is assumed. 
In equation (13)  is the main matrix of the system, since its structure 

determines the character of the state transition matrix (15) and therefore the sensitivity 
of the roots of the characteristic equation of the matrix  determines the sensitivity of 
the system to disturbances. Previously in 26, an estimate of the matrix  (formula (13)) 
was found using the factorization of the correlation functions of a set of output 
parameters of the identified dynamic system. The simplest method of sensitivity 
analysis is numerical study of the parameter model of the system in the full range of 
changes of the determinant set of parameters. The main method of research in 
sensitivity theory is the use of sensitivity functions. 
 
 
22       (2020)        

       :  
   176  

23  . (1969)    .  , 368 . 
24  . [  .]. (2006)      : 

  , 564  
25       (2020)        

         
  , 176  

26     . , (2012)
     1 (44),  292-302. 

 

290



(33) 

managerial, economic, technical, legal, environmental, informative and psychological aspects 
 

Let be a set of the eigenvalues of the matrix . Then the state 
variables and quality indices are unique functions of the 
parameters , that is 

(31) 
and 

(32) 

The partial derivatives , are called the first-order sensitivity 

functions of the variables and for the arguments 

are called k-th order sensitivity functions for their respective combinations of 
parameters. It is obvious that the sensitivity functions of the state variables depend 
on t and parameters , while the sensitivity functions of the quality indices only depend on 
parameters . The sensitivity functions of different orders are solutions of the 
model equations of the system. These equations are the sensitivity equations. 

The ensemble of the output mathematical model (13) and the quality criteria (21) 
that define the sensitivity functions are called the system's sensitivity model under study. 

Let's consider two cases. The first: is a fixed (calculated) parameter 

value; is the base set; corresponds to the set of state variables [76, 

114, 115]. will be called the main basic motion of the system. The basic 

motion corresponds to the basic values of the quality indices . The second: 
when the parameters are changed, we get a new motion 

, corresponding to new values of the quality indices 

. The vector , 
is called additional motion induced by the change of the eigenvalues of the matrix . 
There can be two outcomes: 

1) the real part of one or more eigenvalues of the characteristic polynomial is 
found to be positive and the system will be unstable; 

2) the total change of will lead to a change in the quality index that does not 
meet the project requirements. 

The analysis of tasks 1) and 2) will be carried out by means of chaos theory 
based on the Hershhorin's theorem 27. 

Let the matrix , obtained in 28 be a constant square matrix 
with real elements. The matrix , where is a scalar independent variable, will 
be a characteristic matrix of the identified system and its determinant 
 
 
27       (2020)        

         
   176  

28          -
  , ,   2017.  28-29.  55-59. 
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(34) 
 will be the characteristic polynomial of the matrix . 

Consider the case when all the eigenvalues (roots of the polynomial (34)) are 
different and depend continuously on all elements of the matrix . Let`s define the 
perturbation of the matrix in the form 

, (35) 
where  a random real square matrix of the same order as the matrix . 
The value of is determined based on the level of noise at the output of the 

identified system. From the theory of perturbations of linear operators and matrices 29, 
it follows that  the eigenvalues of the matrix and the corresponding 
eigenvectors are continuous and differentiable functions of the parameter : 

(36) 

( 3 7 )  

In formulas (3.36) and (3.37),  the sensitivity coefficient of 

j-th order,  the sensitivity vector of j-th order. 

According to Hershhorin's theorem 30, any eigenvalue of the matrix  lies at 
least in one circle with center at and radius . If the sum 

, (38) 
then the system model for one i-th eigenvalue (or several eigenvalues) is unstable.

This is possible even with negative . Under the condition , which is fulfilled 
according to formulas (36) and (38) at , which must be checked for all 

( is the order of the obtained estimate of the dynamic system model matrix) 
[90], and in this case it is necessary to find permissible additional movements of the 
system and again check the stability of the matrix  of the dynamic model. The solution 
of this problem is reduced to filtering the measured output parameters ( ). 

In general case, the eigenvalues of the matrix  are complex numbers  if the 
real part of the complex number eigenvalue is positive at least for one , then the 
obtained estimate of the matrix of the dynamic system model will be unstable. 

Projection methods for studying dynamic systems allow, with a certain selection 
of the matrices Q and H, to solve the problem of finding a quasi-optimal control with a 
certain precision when observing output signals of the system incompletely. 
 
 
29  .    (1981)      464  
30   (1972)       565  
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Studies of the obtained dynamic systems models for sensitivity allow to 
determine critical changes in the eigenvalues of the system operator and predict 
unstable modes of system operation. 
 

3 Researching the sensitivity and stability of dynamic system models 
When solving the identification problem of a multi-dimensional dynamic system, 

it was assumed that the model of its dynamics can be described by a vector-matrix 
differential equation (13). 

The matrix was estimated based on factorization of the correlation matrix 
of the system output signals 31, and the vector of control was determined by the 
projection method 32, assuming that the system has an optimal control and is a 
multi-dimensional white noise, the power of which depends on the operation modes of 
the dynamic system. 

The final stage is to study the sensitivity of the obtained model to disturbances 
and its stability. 

Solving the task of this step requires taking into account that the elements of the 
matrix are determined from experiment and therefore may have errors. In this 
case, the matrix , which estimate was obtained during solution of factorization 
problem of the system output processes correlation function 33, is an approximation of 
the matrix corresponding to exact measurements. 

Considering the accuracy characteristics of the measurement system and the 
noise level, the amount of error of the elements of the matrix is . This 
can be represented as the sum of two matrices in the form of the actual system matrix: 

 the real calculated matrix without taking into account the noise and the matrix 
  of the same order as the matrix A, and looking at the matrix . 

Elements of the matrix : 
(39) 

The full solution to the posed problem can be reduced to an algebraic problem of
the matrices and eigenvalues and consist not only in determining the 
eigenvalues and eigenvectors of the matrices and , but also in 
estimating the possible variations of the eigenvalues of all matrices of the class 

that satisfies condition (39). In this case, the fundamental algebraic problem 
of eigenvalues is to determine the values in the equation 

(40) 
the system of homogeneous linear equations with unknowns. Equation (40)

can be represented in the form 
 
31      . .,     (2012)   

     1 (44),  292-302. 
32  . .,     (2016)    

       
 ,    259-264. 

33       (2020)        
         

   176  
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(41) 
where  unit matrix. 
For any the system of equations (41) has only the solution . A nontrivial 

solution exists when the matrix is singular, that is, when its determinant 
(42) 

Expanding the determinant in the left side of equation (42) by degrees of , we 
obtain 

(43) 
 characteristic equation and characteristic polynomial. In the complex field, this

equation always has roots, which can be complex even with a real matrix and any 
multiplicity, up to 34. They are called eigenvalues or characteristic numbers. Each 
value corresponds to at least one non-trivial solution . If the rank of the matrix 

is less than , then there will be no less than two linearly independent 
vectors that satisfy the equation (41). If is a solution of equation (41), then is also 
a solution for any . Even if the rank of is equal to , the eigenvector 
corresponding to , determined to an arbitrary multiplier, is normalized. The most 
convenient methods for normalization are: 

) the sum of the squares of the moduli of the vector components is equal to one; 
 the largest in modulus component of vector is equal to one; 
 the sum of the moduli of the vector components is equal to one. 

Methods a) and b) are rarely used for normalization. 
Formulas (39-43) are also valid for the transposed matrix . In this case, there 

are the following relationships: 

(44) 
, 

Note that since and can be complex vectors, is not a scalar product 
in the usual sense. Indeed, we have 

, (45) 
and not 

. (46) 

If is complex, then it may happen that 
, (47) 

while this scalar product is always positive for all non-zero . 
The solution to the problem of stability of the model of the dynamic system (13) 

in the general case is determined by the structure of the matrix , its rank, type and 
 
 
 
 
34       (2020)       

        
   176  
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multiplicity of the characteristic polynomial roots and can be solved by the method of 
perturbation theory of various orders of eigenvalues and eigenvectors 35. 

There are three approaches to solving the stability problem of the model (13): 
1) based on algebraic functions and the theory of vector and matrix norms; 
2) based on complex argument functions, following the Cauchy s theorem  the 

principle of argument; 
3) based on Hershhorin's theorems. 
The first and second approaches in terms of the characteristic polynomial for 

multiple values are too coarse, since the polynomial does not sufficiently reflect the 
structure of the matrix . Therefore, we use the third approach  based on the 
theorem of Hershhorin. It has greater practical value and takes into account the 
structure of the matrices and , which follows from the theorem 1 36. 

Theorem 1. Any eigenvalue of the matrix lies in at least one circle with center 
and radii 

(48) 

on the complex plane. 
It means that for any eigenvalue there is at least one non-zero such that 

. In the selected , s normalize (2) by the r-th largest by the modulus
component of the vector : 

, 
where . 
Therefore: 
1) 

(49) 

2) 

(50) 

and lies in one of these circles. 
Theorem 2 37. If circles of the theorem 1 form a connected region, then in this 

connected region there are exactly eigenvalues of the matrix . From the proof of the 
theorem and the theory of algebraic functions it follows that the roots of the 
characteristic polynomial for the matrix are continuous functions of the 
perturbation and radii for from 0 to 1 and at . Similar conclusions and 
results can be obtained if the transposed matrix is considered instead of the matrix . 

To determine the stability of the model, it is necessary to analyze the eigenvalues 
of the matrix , using its Jordan canonical form. For simple eigenvalues of 
 
 
35  ,  .,  . (1970)     . : , 620 . 
36   (1978)  .   280  
37 (1978) . 280
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the matrices that have elementary divisors, the matrices and , are diagonal. 
Therefore, there exists a matrix such that , where columns of 

form a full system of right eigenvectors , and rows of form a full system of 
left eigenvectors . 

Upon normalizing [47, 48, 79, 127] (  Euclidean 
norm), we can take the -th column of the matrix as the eigenvector and then the 
-th row of the matrix will be 

, (51) 
where at . 
Then 

 

diag . (52) 
 

 

According to Hershhorin's theorem 1, we obtain that the eigenvalues lie in circles 
with centers and radii , where , since , 
then 

. (53) 
By definition 

(54) 
and since and all components are represented by series that converge, 

are equate the terms at equal powers of in equation (54). Equating the coefficients 
with and taking into account that 

, (55) 
taking the first approximation of the series 

(56) 
and since 

(57) 

from (53) 

(58) 

That is, for a sufficiently small , the leading term equals and the 
sensitivity of this eigenvalue first of all depends on . 
 

Conclusions and suggestions 
In this work the sensitivity and stability of models of dynamic systems was 

investigated. 
The system and its corresponding model are stable if the roots of the 

characteristic equation of the perturbed matrix  (matrix ) lie in the left half-
plane of the complex plane (to the left of the imaginary axis  the ordinate axis). At the 
 
 

296



managerial, economic, technical, legal, environmental, informative and psychological aspects 
 

same time, the centers of Hershhorin's circles are the diagonal elements of the matrix 
, and the radii are determined according to equation (48) for the matrix 
. 

There are developed numerical methods for calculating the eigenvalues of 
matrices and : the rotation method for symmetric matrices, the A.M. 
Danilevsky method with the transformation of the original matrix into the Frobenius
matrix, the O.N. Krylov method 38 based on Hamilton-Kelle's identity, and Leverett-
Faddeev's method based on Newton's formulas for the sum of the degrees of the roots
of the matrix characteristic equation. The last three methods are approximately the 
same from the point of view of computational costs and do not require symmetric 
matrix conditions. 

The stability of the dynamic system model is determined by the location of the 
eigenvalues on the complex plane. 

The sensitivity of the model to perturbations of the model parameters can be 
approximately estimated by the first term in the expansion of . 

An improved methodology for finding the optimal system estimation by using 
projection methods, as opposed to other methods that use variational computing. 
Projection methods of investigation allow simultaneous and independent solution of 
the task of estimation of the dynamic system state vectors and finding optimal control 
sequences. 
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