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Abstract

The work is devoted to the study of the sensibility of the eigenvalues of dynamic
systems models in state space and the stability of dynamic systems models. The problem of
finding state estimates of dynamic systems is quite common in the design of optimal
continuous and discrete control systems in their stochastic and deterministic form. The
possibility of solving individual problems of finding estimates and optimal controls by
projecting multidimensional spaces onto their own subspaces in order of increasing difficulty
of solved problems has been considered.

The possibility to estimate the sensitivity of the parameters of linear dynamic system
models using projection methods was accomplished. The study of dynamic systems models for
sensitivity allowed us to identify critical changes in the eigenvalues of the system operator and
predict unstable system operation modes. The solution of the stability problem of the dynamic
system model is determined by the structure of the dynamic system model matrix, its rank,
type, and multiplicity of the roots of the characteristic polynomial, and is solved by the theory
of multiple roots of eigenvalues and eigenvectors based on Hershhorin's theorems. The
stability of the dynamic system model is determined by the location of the eigenvalues on the
complex plane.

Introduction
The problem of estimating the states of dynamic systems is quite common in the
design of optimal continuous and discrete control systems in their stochastic and
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deterministic forms. Let's consider the possibility of solving individual problems of
finding estimates and optimal control by the method of projection of multidimensional
spaces onto their own subspaces in order of increasing difficulty of solved tasks. In the
study of dynamic systems in individual cases, all output coordinates of the system can
be directly measured and observed.

For linear systems that have such properties, the formation of an optimal control
law as a function of state coordinates can be carried out even in the presence of
measurement noise. However, in engineering practice it happens very often, that not all
state coordinates can be observed and measured (for example, the speed of reaction in
chemical plants) '>. In these cases, the optimal control law is determined as a function
of the best estimates of state coordinates, which are determined by measurements of
the system's output signals. Thus, the problem of optimal control in a more general
formulation includes both the problem of finding an optimal estimate of the system
states and the problem of optimal control.

For modern control theory, the description of the system is characterized by the
use of state variables and the application of projection methods that optimize its
motion of controls in the space of possible states.

The most commonly used mathematical methods for control system design are:

—variational calculus;

—the principle of maximum;

—dynamic programming.

In all cases, the ultimate goal of design is to determine the optimal control law or
control sequence that provides the maximum or minimum of a given functional that
characterizes the quality of the system °.

The general features of the three methods mentioned i1s the use of variational
calculus: the first method has a direct relationship to the Euler-Lagrange equations, the
second to the Hamilton principle, and the third to the Hamilton-Jacobi equations.

Euler-Lagrange Equations

d dL._dl_. 1
AR T M

where
L=1L(qiq)=TQ@iq:) —V(q); (2)

where L — lagrangian;

q; — generalized coordinates.

The Lagrange equation is derived from the Hamilton variational principle: any
dynamical system will move under the action of conservative forces from any initial
state so as to minimize the mean over time between the kinetic T(q;,q;) and the
potential V(q;) energies. The function that has the full energy of the system through
generalized coordinates g and momenta p is called the Hamilton function.

H(B,4) =T, +V; 3)

' Ceitmx D.11., Menca Jix. JI. (1974) Unentudukanms cucrem ynpasienus. M.: Hayka, 284 c. 2
Ty 0. (1971) CoBpemenHas Teopus ynpasienus. M.: Mamunoctpoenue, 472 c.
3 Ceiigx O. 1., Vaiir III Y. C. (1982) OntumansHoe ynpaBnenue cuctemamu. M.: Paauo u cBa3b, 392 c.
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and
ot —dq° Ot —op )
the Hamiltonian Canonical Equation.

Projection methods for assessing the states of a dynamic system

Let's consider the general solution to variational computation problems based on
the method of projecting spaces onto subspaces, and evaluate the difficulties and
advantages of this approach *.

Let's assume that in a unidimensional or Euclidean space R, there is a given
arbitrary vector X and some subspace S with the basis X1, X7, ..., X;,. The vector X can
be represented (and uniquely) as a sum

X=X+ Xy, Xs€S, Xy LS &)

where Xs — The orthogonal projection of the vector X onto the subspace S.

Orthogonality L to the subspace S is understood to be orthogonality to all vectors
in that subspace. Let us explain this with the figure 1.

Figure 1 — Projection of X onto the subspace S °

To set up the arrangement (5) it’s can be represented Xs in the form
J_C)S = lel + 623_6)2 + -+ CmJ_C)m ) (6)
where C1, Cy, ..., G, — some complex or real (for the Euclidean space) numbers.

For Figure l m = 2.

To determine these numbers, we use the relations
(X —X5,X,) =0, k=12,..,m (7)
Substituting the expression from (6) for Xs into (7)
(X1%1)C1  + -+ X)) Cp + (XX1) (=1) =0

(F12m)C1 + -+ GonZon) o + (o) (—1) = 0 (®)
{ )_C>1C1 + + 9_C)mCm + ?_C)_g (—1) = 0

4

5

I'anT™axep @.P. (2004) Teopus matpuu. M.: DUSMATIINUT, 560 c.
Jlumoa [.0. (2020) Mertomu 1 Mopeni YMOpSIKyBaHHS €KCIIEPUMEHTANbHOI IHpopMaril ais

ineHTHdiKalii i MPOrHo3yBaHHs cTaHy Oe3nepepBHUX MpolieciB: MoHorpadis. XepcoH: BumaBHUIITBO
®OI1 Bumemupcenkuit B.C., 176 c.

6

I'anT™axep @.P. (2004) Teopus marpuu. M.: PUSMATIIUT, 560 c.

285



INTERNATIONAL SECURITY STUDIOS:

Considering this system of equations as a system of linear homogeneous
equations, which have zero solutions Cy, C, ..., i, — 1, its determinant can be equated
to zero (having previously transposed it relative to the principal diagonal)

(X)) o (Gxm) X
= R o 0
|(me1) (mem) xml ©)
(XX1) - (XXm)  Xs
By extracting the member of this determinant that contains Xs, we can get
X
| ! S|
Xm (10)
L GE) e @) 0

where T = ['(X¥{X, ... X,,) — the Gram determinant for the vectors Xy, X5, ..., X,
(due to the independence of these vectors I" # 0).
With (5)

| Zn| (11)

J_C)N=)_C)—)_C)5=

The formulas (10) and (11) express the projection Xs of the vector X onto the
subspace S, observed at the output (dimensional vector parameters of the process
running in the system), by linear combinations of which we will find (restore)
estimates of the vectors of the state space of the system .

Let ¥ be an arbitrary vector in the set of vectors in S, and X — an arbitrary vector
in R. If we construct the vectors from the initial coordinates, then [X — y| and |X — Xs|
will respectively equal the lengths of the inclined and altitude drawn from the end of
the vector X to the surface S (fig. 1). Therefore, by considering the altitude being
smaller than the inclined, we have h = |X — X5| < |X — Y| (the equality sign will only
be when y = Xs). Thus, among all the vectors y € S, the vector Xs is the least inclined
from the given vector ¥ € R. The value h = V(X — X5)(X — Xs) of the given vector
X € R is the quadratic error in approximating X =~ Xs.

Projection methods of investigation allow wus to simultaneously and
independently solve the problem of evaluating the state vectors of a dynamic system
and finding optimal control sequences.

Let’s apply this approach to solve the problem of controlling a multi-dimensional
system with coordinates that are not accessible for observation.

" Tantmaxep @.P. (2004) Teopust matpui,. M.: ®DUSMATIIUT, 560 c.
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Research on the sensitivity of eigenvalues of dynamic systems
model matrices in the state space

When applying the generalized approach outlined in point 1 to solve the problem
of controlling a multi-dimensional system with coordinates inaccessible for
observation, only output signals can be measured directly.

The measured coordinates are treated as output variables and are denoted by
Y1, Y2, -+ Yp, considering them components of the vector y.

When solving the problem, the output variables are assumed as linear functions
of the state coordinates X (k) and are related to them through a linear transformation

y (k) = ME(k), (12)
where X — n-dimensional vector;

y — p-dimensional vector;

M — p X n matrix withp < n.

In the case where the output vector size is smaller than the state vector, the
matrix M is rectangular and has no inverse matrix. In fact, this matrix is the output
matrix (matrix of measured variables) ¥[46, 119, 124].

When researching the possibilities of optimal control, we will start from the fact
that the system is described by a vector-matrix differential equation 9190, 120, 121,
124].

X = A(t)x(t) + B(t)u(t) + (), (13)
where X (t) — n-dimensional vector that represents the state variables;

% (t) — k-dimensional vector that represents the control influences;

7 (t) — s- dimensional vector that represents external random influences;

A(t) —matrix of process coefficients that occur in the system;

B(t) — control matrix.

The solution of equation (13) has the form

X(t) = O(t, to)X(to) + f:()[@(t' T)B(D)U(7) + 7 (1)]dr, (14)

where O(t,ty) — the transition matrix that satisfies a homogeneous differential
equation

1112

dO(t, to)

7~ ADe( t) (15)

8 Ilamosa I'.0. (2017) Ananis YYTJIMBOCTI BJIACHUX 3HAa4€Hb MAaTpPUIlb MOJIEJICH NUHAMIUHUX CHUCTEM.
Bumipiosanvna ma obuucniosanvha mexnixa 6 mextono2iunux npoyecax: Mamepianu XVII Mixcnap.
Hayk.-mexH. kongepenyii (8-13 uepHa 2017 p., Mm.Opneca); Onec. Hau. akajn. 3B’a3ky iM. O.C.Ilonoaa.
Opeca—Xmenpuunpkuii: XHY, C. 150-152.

’ Ty 10. (1971) CopemenHas Teopus ynpasieHus. M.: MamuHocTpoenue, 472 c.

' Mapacanos B.B., 3a6eitoBckas O.U., JleimoBa A.O. (2012) IIporHosupoBaHHe CTPYKTYpb
JuHamuueckux cucreM. Bicnux XHTY, No 1 (44), C. 292-302.

a Mapacanos B.B., [leimoBa A.O., [leimos B.C. (2016) HccnenoBanne Ha 4yBCTBUTEIBHOCTH MOJEIEH
JMHAMMYECKMX CHUCTEM, TMOJYYEHHbIX TMPOEKUUOHHBIM  MeToAoM. IIpobiemu  ingpopmayiinux
mexnonozit, Xepco, Nel(019). C. 169-173.

2 Jlumosa I.0O. (2020) Meromn i Momedi YMOPSAKYBaHHS EKCIIEPHMEHTANbHOI iHMOpMaLii s
izeHTHdiKalii i MPOrHo3yBaHHs cTaHy Oe3nepepBHUX MpolieciB: MoHorpadis. Xepcon: BumaBHMITBO
OOII Bumemupcerkuii B.C., 176 c.
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and relationship
@(to, to) = I, (16)
where I — unit matrix.
In discrete dynamic systems with digital control wu(r) = u(kT) for
kT <7 < (k+ 1)T, the solution in discrete form is given by the state transition
equation

X(k +1) = 0(k)X(k) + G(k)T (k) + (k) , (17)
where
O(k) = 0((k + 1T, kT), (18)
(k+1)T
Gk)= | 0 ((k + 1T,7) B(1)dr, (19)
kT

(k+1)T

(k) = fk O((k + DT, t)n(r)dr, (20)
T

The principle of constructing optimal controls for a dynamic system is also
determined by a quality index, which takes into account constraints that guarantee the
physical realization of an optimal control for the dynamic system. When implementing

digital control systems, the quality index is determined by a quadratic form.""
N

Iy = S — x0T QU [x*(k) — U] + 4l (k — DH(k — Dtk — 1)}, (21)
k=1

where x% (k) — vector of the desired state;

Q, H — positively defined symmetric matrices;

A — constant multiplier.

The first addendum in (21) gives the deviation from the process specified at any
time kT, the second addendum takes into account the energy limitations of the
controlling influence .

By selecting the appropriate elements of the matrix Q, any state coordinate of the
process can be made more important and effective for assessing the system's quality
compared to another variable. Similarly, by selecting elements of the matrix H, desired
limitations can be imposed on the energy of controlling influences. Optimal control
involves determining a sequence of control vectors % (0),% (1),..,% (N — 1) that

minimize the expected mean of the quality indicator 1,

P Ceitk D.11., Menca Jix. JI. (1974) Unentudukanus cucrem ynpasnenus. M.: Hayka, 284 c.

1 Ty 10. (1971) CoBpemenHnas Teopus ynpasienus. M.: MamuHocTpoeHwue, 472 c.

13 Mapacanos B.B., [IsimoBa A.O., JIeimoB B.C. (2016) [IpoekiuoHHbIE METOIbI OLIEHKH COCTOSHHIA
JVUHAMMYECKOM CHUCTEMbl TMpPH YacCTU4YHO HaOJIOAAaeMbIX BBIXOJHBIX KOOpAWHArtax. [Ipoonemu
inopmayiinux mexnonoziii, Xepcon, Nel(019). C. 259-264.

1o MapacanoB B.B., [leimoBa A.O., [lbimos B.C. (2016) HccnenoBanue Ha 4yBCTBUTEILHOCTh MOJIENEH

JUHAMUYECKMX CHUCTEM, TMOJIYYEHHBIX TMPOSKUMOHHBIM MeTonoM. [lpobnemu  iHpopmaniiiHux
TexHoJorii, Xepcon, Nel1(019). C. 169-173.
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For linear systems described by state equations (17), the control vector that
minimizes the expected mean of the quality indicator is given by the formula 1718,

Wk/k) = D(N — k) x(k /k) , @where
D(N-k) — The feedback matrix, whose elements are the feedback
coefﬁc_i)ents (it changes over time, as it is calculated at each step);

x(k /j) — estimation of the state vector X(k), which uses measured values

¥y, y(G —1),...,y(0) (23)
output vectors, optimum in the sense that the expected mean value is minimized
- A_) B ' r> A - .
E {[x(k) = x(k/D] [X (k) — x(k/]} (24)

where according to formula (5) and Fig. 1 “;(k /k) is the orthogonal projection

of the state vector onto the subspace Y (j). Therefore
2(k) = %(k/k) + x(k/k), )

Y(j) is a subspace of the space X(k) — the space of the state vectors of the
dynamic system.

According to (25), the vector of optimal control 7(k/k) can be written as the
sum of its orthogonal projection %i(k/k) onto the subspace Y(j) and its normal
component ™ (k/k) *°.

According to formula (5) and Fig. 1, by analogy it can be written

T(k/k) +1= DN — k) x(K/k) + D(N — k) x(k]k). )

Using the basic properties of orthogonal projection 2 it's find

B (J/k) = DN — k) x(k/k)
A (k/k) = DN — k) %(k/k)

The orthogonal projection of % (k/k) which is the best estimate for %°(k) is
linearly related to the best estimate for X(k). The normal component of the vector

(22)

) (k) constitutes the estimation error 2'. The estimation of %°(k) can be physically

realized as an estimation function “?(k /k) that can be determined by measuring the
output signals.

Let us now show that using the principle of optimality and when the optimal
control vector u°(k) is replaced by its best estimate (22), the quality of the system is
determined by the minimum mean value of Jy. The solution is based on dynamic

7" Jlumosa T.0O. (2020) Meromu i Momedi YMOPSAKYBaHHS EKCIIEPHMEHTANbHOI iHMOpMarii s

imeHTHdiKaIii i MPOrHO3yBaHHs cTaHy Oe3nmepepBHUX MpolieciB: MoHorpadis. XepcoH: BumaBHMITBO
OOII Bumemupcerkuii B.C., 176 c.

" Numosa TI'.0. ocmimkeHHs YYTJIMBOCTI Ta CTIMKOCTI MOJeNeil JTMHAMIYHUX CUCTEeM. AKmMYyanvHi
npobnemu aemomamuzayii ma ynpaeiinnus Mamepianu V  Mixcnapoonoi  Hayko6o-npaxmuyHoi
inmepnem-xonepenyii monooux yuenux ma cmyoenmis. Jlyupk: JIHTY, 2017. Bunyck Ne 5 C. 62-67. 1
Jlankacrep I1. (1978) Teopus matpun. M.: Hayka, 280 c.

* Tanrmaxep @.P. (2004) Teopus marpui. M.: DUSMATIIUT, 560 c.

*! Iiumosa T'.O. JIocaiiKeHHs 4y TAUBOCTI Ta CTIfKOCTI Mojeneil AuHaMiuHuX cucteM. Kown iomepHo-
inmeeposani mexnonoeii: oceima, nayxa, eupoonuymeo. Jlyusk. 2017. Ne 28-29. C. 55-59.
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programming. Expression (21) describes the ogtimal control law *. To prove this, the
symmetry of the matrices Q and H is used 3. Let's denote the minimum expected

mean value of Jy by
fnlx(0)] = 7371(117315]1\/ j=12,..,N. 27)

It is obvious that when %(j) = #°(j), then EJy = f, and EJy- f, = 0.
However, when % (k) = ©°(k), then EJy - f., > 0, that is, an error is introduced since
by definition fN is the minimum for EJy. Thus, the problem is to determine an estimate
for 7°(k) that minimizes the error EJy - f due to the non-realization of %°(k). This
estimate is called the best estimate and if is given by the orthogonal projection of
1 (k/k) and therefore equation (22) determines the optimal control law for processes
with coordinates inaccessible for measurement. The task reduces to the finding of
estimates for a multi-step process in which the estimates are successively found for all
steps and optimal solutions found in the previous step are used in each successive step,
that is, the principle of dynamic programming is implemented **.

Using the principle of optimality, the minimum value of fy[X(0)] for an N-step
control process with N > 1 can be written as

fu[%(0)] = minE{Z (DQE(L) + AT (YH()E(0) + fy—1 [¥(D]}, (28)
where the connection between ¥(1) and 7 (0) is given by the equation
X(k+ 1)+ ¢p(k)x(k) + G(k)U(k) + m'(k). (29)
For N =1 the minimum is equal to = ,
f1lx(0)] = Q”t(lOT)lE{f (1QL)x(1) + A% (0)H(0)U(0)} (30)

Here, as mentioned before, the symmetry of the matrices Q and H is assumed.

In equation (13) A is the main matrix of the system, since its structure
determines the character of the state transition matrix (15) and therefore the sensitivity
of the roots of the characteristic equation of the matrix A determines the sensitivity of

the system to disturbances. Previously in 26 an estimate of the matrix A (formula (13))
was found using the factorization of the correlation functions of a set of output
parameters of the identified dynamic system. The simplest method of sensitivity
analysis is numerical study of the parameter model of the system in the full range of
changes of the determinant set of parameters. The main method of research in
sensitivity theory is the use of sensitivity functions.

2 Iumoea T.0. (2020) Meroau i Momenmi yMOPSAKYBaHHS EKCIePUMEHTanbHOI iH(opMauii s

ineHTHdiKalii i MporHo3yBaHHs cTaHy Oe3nepepBHHMX MpolieciB: MoHorpadis. XepcoH: BumaBHMITBO
OOII Bumemupceoskuii B.C., 176 c.

> Bennman P. (1969) Beesenne B teoputo Mmarpull. M.: Hayka, 368 c.

* Monoscbkuii B.B. [ra in.]. (2006) Martemati4Hi 0CHOBH Teopii TeNEKOMYHIKAIliHHMX cUCTeM. XapKiB:
TOB «Komnanis CMIT», 564 c.

2 Humosa [.0. (2020) Meronu i Mojeni YHOpsAKyBaHHS €KCINEpUMEHTalbHOI iHdopmaiii s
ineHTudikauii i nporHo3yBaHHs cTaHy Oe3nepepBHUX mpoleciB: MoHorpadis. XepcoH: BumaBHULTBO
OOII Bumemupenskuit B.C., 176 c.

" Mapacanos B.B., 3a6bitockas O.W., [lbimoa A.O. (2012) IIporHo3upoBaHue CTPYKTYpEI
nuHamuueckux cucreM. Bichuk XHTY, Ne 1 (44), C. 292-302.
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Let A1,A2, ..., Ay, be a set of the eigenvalues of the matrix A. Then the state
variables X;, i = 1,n and quality indices ]1, J2, ..., Js are unique functions of the
parameters )1, A2, ---» m., that is

Xi(t,A) = X(t, A, A2, .., A), i=1,n (31)
and
]l(ﬂ') =,]l(/11)/12)lﬂ'm)l l =H (32)
The partial derivatives axa";t"l), aé ;(A) are called the first-order sensitivity
k k
functions of the variables X; and J; for the arguments A1, A2, ..., A
ahfxi i b}gj 2 m

l

OAF OAR?.. .02k 9AtaARR. . aakm

are called A-th order sensitivity functions for their respective combinations of
parameters. It is obvious that the sensitivity functions of the state variables X(t, 1) depend
on ¢ and parameters A, while the sensitivity functions of the quality indices only depend on
parameters A1, ..., Am,. The sensitivity functions of different orders are solutions of the
model equations of the system. These equations are the sensitivity equations.

The ensemble of the output mathematical model (13) and the quality criteria (21)
that define the sensitivity functions are called the system's sensitivity model under study.

Let's consider two cases. The first: (/1_1, . ,fn) 1s a fixed (calculated) parameter
value; (44,...,4,) = A4 is the base set; A corresponds to the set of state variables [76,
114, 115]. ¥; = X;(t,A) will be called the main basic motion of the system. The basic
motion corresponds to the basic values of the quality indices J; = J;(4). The second:
when the parameters 1; = A; + u are changed, we get a new motion X; = X;(t, A1 +
Uty Am + ) = X;(t, A + [), corresponding to new values of the quality indices

5 C— 4 - - - = - - =3
Ji=Ji(A+u, o, A + um) = J;(A + ). The vector Ax; = x;(t, A + ) — x; (¢, ),
is called additional motion induced by the change of the eigenvalues of the matrix A.
There can be two outcomes:

1) the real part of one or more eigenvalues of the characteristic polynomial is
found to be positive and the system will be unstable;

2) the total change of A; will lead to a change in the quality index that does not

meet the project requirements.

The analysis of tasks 1) and 2) will be carried out by means of chaos theory

based on the Hershhorin's theorem 2.

Let the matrix A = |[a;]|, i,j = 1,n obtained in *® be a constant square matrix

with real elements. The matrix ||Al — A||, where A is a scalar independent variable, will
be a characteristic matrix of the identified system and its determinant

7 Iumoea T.0. (2020) Meroxn i Momeni YMOpPSAKYBaHHS eKCIIEPUMEHTATBHOI iH(popMmarii s

ineHTHdiKalii i MporHo3yBaHHs cTaHy Oe3nepepBHUX mpoiieciB: MoHorpadis. XepcoH: BumaBHUITBO
®OI1 Bumemupcenkuit B.C., 176 c.

*% Numosa T'.O. JlochimKeHHs 4yTIHBOCTI Ta CTifKOCTI Mozeneii quHamiunux cucteM. Komn'lomepro-
inmeepoeani mexnonoeii: oceima, nayxa, eupoonuymeo. Jlyusk. 2017. Ne 28-29. C. 55-59.
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det(Al—A) = A"+ a A" 1 + -+ a, (34)

— will be the characteristic polynomial of the matrix A.

Consider the case when all the eigenvalues (roots of the polynomial (34)) are
different and depend continuously on all elements of the matrix A. Let's define the
perturbation of the matrix A in the form

A(A) =A+ AyB, (35)

where B — a random real square matrix of the same order as the matrix A.

The value of A, is determined based on the level of noise at the output of the
identified system. From the theory of perturbations of linear operators and matrices *°,
it follows that 1;(A,) — the eigenvalues of the matrix A + A)B and the corresponding

eigenvectors X; (A;) are continuous and differentiable functions of the parameter A;:

A * e A,
ALC)=4+X]0 9N ) Y (36)
j=1 2 Ay=0
o1 () i
X;(Ay) =X + X j_!( W)l A
(37) j=14 A,=0
I 2;(A) e )
In formulas (3.36) and (3.37), ,Bij = | — the sensitivity coefficient of
]
08, 4 o
: dx;(Ay) e :
Jj-th order, yl_j = — | — the sensitivity vector of j-th order.
A4 =0
A

According to Hershhorin's theorem *°, any eigenvalue of the matrix A lies at

least in one circle with center at a; and radius p = }};%;|a;;|. If the sum
a; +p >0, (38)

then the system model for one i-th eigenvalue (or several eigenvalues) is unstable.
This is possible even with negative a;;. Under the condition |a;;| < p, which is fulfilled
according to formulas (36) and (38) at A;(A,) > 0, which must be checked for all
i = 1,n (nxn is the order of the obtained estimate of the dynamic system model matrix)
[90], and in this case it is necessary to find permissible additional movements of the
system and again check the stability of the matrix A of the dynamic model. The solution
of this problem is reduced to filtering the measured output n* parameters (n* < n).

In general case, the eigenvalues of the matrix A are complex numbers i, if the
real part of the complex number eigenvalue is positive at least for one A;, then the
obtained estimate of the matrix A of the dynamic system model will be unstable.

Projection methods for studying dynamic systems allow, with a certain selection
of the matrices Q and H, to solve the problem of finding a quasi-optimal control with a
certain precision when observing output signals of the system incompletely.

» PozenBaccep E.H., FOcynos P.M. (1981) UyBcTBUTENIbHOCTD cUcTEM ynpaBieHus. M.: Hayka, 464 c.
3 Vunkuncon k. X. (1972) Anre6pandeckas mpobiema coGcTBeHHBIX 3HaueHnii. M.: Hayka, 565 c.
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Studies of the obtained dynamic systems models for sensitivity allow to
determine critical changes in the eigenvalues of the system operator and predict
unstable modes of system operation.

3 Researching the sensitivity and stability of dynamic system models

When solving the identification problem of a multi-dimensional dynamic system,
it was assumed that the model of its dynamics can be described by a vector-matrix
differential equation (13).

The matrix A(t) was estimated based on factorization of the correlation matrix
of the system output signals ', and the vector of control (t) was determined by the
projection method 32 assuming that the system has an optimal control and 7(t) is a
multi-dimensional white noise, the power of which depends on the operation modes of
the dynamic system.

The final stage is to study the sensitivity of the obtained model to disturbances
and its stability.

Solving the task of this step requires taking into account that the elements of the
matrix A(t) are determined from experiment and therefore may have errors. In this
case, the matrix A(t), which estimate was obtained during solution of factorization
problem of the system output processes correlation function 3 s an approximation of
the matrix corresponding to exact measurements.

Considering the accuracy characteristics of the measurement system and the
noise level, the amount of error € of the elements a;; of the matrix A(t) is € <8. This
can be represented as the sum of two matrices in the form of the actual system matrix:
A(t) — the real calculated matrix without taking into account the noise and the matrix
E - of the same order as the matrix A, and looking at the matrix (A(t) + E).
Elements of the matrix E:

|€l' jl <e&. (39)

The full solution to the posed problem can be reduced to an algebraic problem of
the matrices A(t) and (A(t) + E) eigenvalues and consist not only in determining the
eigenvalues and eigenvectors of the matrices A(t) and (A(t) + E), but also in
estimating the possible variations of the eigenvalues of all matrices of the class
(A + E) that satisfies condition (39). In this case, the fundamental algebraic problem
of eigenvalues is to determine the values A in the equation

Ax = \x (40)

the system of n homogeneous linear equations with n unknowns. Equation (40)

can be represented in the form

' Mapacanos B.B., 3a6bitoBckas O.M., Jlbimoa A.O. (2012) IIporHosupoBaHue CTPYKTYpEI
nuHaMmuveckux cucreM. Bicauk XHTY, No 1 (44), C. 292-302.

32 Mapacanos B.B., JIsimoBa A.O., JIeimoB B.C. (2016) IIpoekiroHHbIE METOIbI OLIEHKH COCTOSHHIA
JUHAMWYECKOH CHCTeMbl TMPH YACTUYHO HAOMIOAAaeMbIX BBIXOJHBIX KOOpAuHarax. [Ipoonemu
inopmayitinux mexnonoeiii, Xepcon, Nel(019). C. 259-264.

3 Jumoea T.0. (2020) Meromau i Mozeni yMOpSAKYBAaHHS EKCIePUMEHTanbHOI iH(opMauii s
ineHTHdiKalii i MpOorHo3yBaHHs cTaHy Oe3nepepBHUX MpolieciB: MoHorpadis. XepcoH: BumaBHuuTBO
®OI1 Bumemupcenkuit B.C., 176 c.
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(A- ADx = 0, (41)
where I — (nxn) unit matrix.

For any A the system of equations (41) has only the solution x = 0. A nontrivial
solution exists when the matrix (A - Al) is singular, that is, when its determinant

det(A- AI) = 0, (42)

Expanding the determinant in the left side of equation (42) by degrees of A, we

obtain
ag+ A+ -+ ap AL+ (=)™ =0 (43)

— characteristic equation and characteristic polynomial. In the complex field, this
equation always has n roots, which can be complex even with a real matrix A and any
multiplicity, up to n 3, They are called eigenvalues or characteristic numbers. Each
value A corresponds to at least one non-trivial solution x. If the rank of the matrix
(A - Al is less than (n — 1), then there will be no less than two linearly independent
vectors that satisfy the equation (41). If x is a solution of equation (41), then kx is also
a solution for any k. Even if the rank of (A - Al) is equal to (n — 1), the eigenvector
corresponding to A, determined to an arbitrary multiplier, is normalized. The most
convenient methods for normalization are:

a) the sum of the squares of the moduli of the vector X components is equal to one;

0) the largest in modulus component of vector X is equal to one;

B) the sum of the moduli of the vector X components is equal to one.

Methods a) and b) are rarely used for normalization.

Formulas (39-43) are also valid for the transposed matrix AT. In this case, there
are the following relationships:

ATy = ly; det(AT — AI) = 0;
ATy, = Ly y/A=Ay"; (44)
x(yj=0  (sxmo 4; # A).,

Note that since X; and y; can be complex vectors, (x/ y;) 1s not a scalar product

in the usual sense. Indeed, we have

X{yj =¥/ X, (45)
and not
X’{YJ = y]Txi' (46)
If x is complex, then it may happen that
x'x =0, (47)

while this scalar product is always positive for all non-zero x.
The solution to the problem of stability of the model of the dynamic system (13)
in the general case is determined by the structure of the matrix A, its rank, type and

* Jumosa T.0. (2020) Metoqu i Mogeni yHOpsaKyBaHHS eKcriepUMeHTanbHOI iHdOpManii s

ineHTudikauii i nporHosyBaHHs cTaHy Oe3nepepBHMX MpoleciB: MoHorpadis. XepcoH: BuaaBHuUTBO
@®OII Bumemupeobkuit B.C., 176 c.
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multiplicity of the characteristic polynomial roots and can be solved by the method of
perturbation theory of various orders of eigenvalues and eigenvectors 3

There are three approaches to solving the stability problem of the model (13):

1) based on algebraic functions and the theory of vector and matrix norms;

2) based on complex argument functions, following the Cauchy’s theorem — the
principle of argument;

3) based on Hershhorin's theorems.

The first and second approaches in terms of the characteristic polynomial for
multiple values A are too coarse, since the polynomial does not sufficiently reflect the
structure of the matrix (A + € E). Therefore, we use the third approach — based on the
theorem of Hershhorin. It has greater practical value and takes into account the
structure of the matrices A and (A + € E), which follows from the theorem 1 *°.

Theorem 1. Any eigenvalue of the matrix A lies in at least one circle with center
a;; and radii

1 =X |agjl (48)
j#i

on the complex plane.

It means that for any eigenvalue A there is at least one non-zero X such that
Ax = AXx. In the selected X, let’s normalize (2) by the r-th largest by the modulus
component of the vector X:

xT = (x1,%2, ., X1, 1, Xp 41,0+ ) X)),
where |x;| < 1,i # 1.

Therefore:
1)
n

Yarx = Axy =21 (49)
j=1

2)

M_arleZlarjleSZlarjlllesz:larjl (50)
J#FT J#FTr J#FT

and A lies in one of these circles.

Theorem 2 . If ¢ circles of the theorem I form a connected region, then in this
connected region there are exactly ¢ eigenvalues of the matrix A. From the proof of the
theorem and the theory of algebraic functions it follows that the roots of the
characteristic polynomial for the matrix (A + € E) are continuous functions of the
perturbation € and radii € 7; for € from 0 to 1 and at € = 1. Similar conclusions and

results can be obtained if the transposed matrix AT is considered instead of the matrix A.
To determine the stability of the model, it is necessary to analyze the eigenvalues

of the matrix (A + € E), using its Jordan canonical form. For simple eigenvalues A; of

3 Hepycco I1., Poii P., Knoy3 Y. (1970) [IpoctpancTtBo cocTosiHuil B Teopuu ynpasieHus. M.: Hayka, 620 c.
3 Jlankacrep I1. (1978) Teopus marpui. M.: Hayka, 280 c.
37 Jlankacrep I1. (1978) Teopus matpui. M.: Hayka, 280 c.
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the matrices that have elementary divisors, the matrices A and (A + € E), are diagonal.
Therefore, there exists a matrix H such that (H=!AH) = diag (};), where columns of
H form a full system of right eigenvectors x;, and rows of H™! form a full system of
left eigenvectors y]T.

Upon normalizing ||x||2 = ||y|l2 =1 [47, 48, 79, 127] (||*||2 — Euclidean
norm), we can take the i-th column of the matrix H as the eigenvector X; and then the
i-th row of the matrix H™! will be

yi /si (51)

where's; =y x;ati = (1,2,..,n).

Then

Bi1/s1 Piz/s1 -~ Bin/s1
HI(A + eE)H = diag A + ¢ |P21/52 P22/s2 - fanfsz) (52)

,Bnl./sn an./sn ,Bnn./sn

According to Hershhorin's theorem 1, we obtain that the eigenvalues lie in circles
with centers A; + €f;/s; and radii };.; |B;/s:|, where B;; = yl Ex;, since ||E||,<n,
then

1Bij| = Iy'Ex;| < |ly:ll2Ex; ]|, < [Ell2 < [[Ell2lly:ll2lI%;]l, < 7. (53)

By definition

(A + €E)x;(e) = Ai(e)xi(¢) (54)

and since )\ (g) and all components x;(¢€) are represented by series that converge,
are equate the terms at equal powers of ¢ in equation (54). Equating the coefficients
with € and taking into account that

Ai(e) =i+ kie+ kzé‘z . (55)
taking the first approximation of the series
Ai (8) = /11' + k1€ (56)
and since
T Ex:
kl — I_T l — Bll; (57)
W' X S
i 1
from (53)
k| = —— (58)
L |s; |

That is, for a sufficiently small €, the leading term A; equals ki€ and the
sensitivity of this eigenvalue first of all depends on s;.

Conclusions and suggestions

In this work the sensitivity and stability of models of dynamic systems was
investigated.

The system and its corresponding model are stable if the roots of the
characteristic equation of the perturbed matrix A — (matrix A + € E) lie in the left half-
plane of the complex plane (to the left of the imaginary axis — the ordinate axis). At the
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same time, the centers of Hershhorin's circles are the diagonal elements of the matrix
(A +¢E), and the radii are determined according to equation (48) for the matrix
(A+cE).

There are developed numerical methods for calculating the eigenvalues of

matrices A and (A + € E): the rotation method for symmetric matrices, the A.M.
Danilevsky method with the transformation of the original matrix into the Frobenius

matrix, the O.N. Krylov method *® based on Hamilton-Kelle's identity, and Leverett-
Faddeev's method based on Newton's formulas for the sum of the degrees of the roots
of the matrix characteristic equation. The last three methods are approximately the
same from the point of view of computational costs and do not require symmetric
matrix conditions.

The stability of the dynamic system model is determined by the location of the

eigenvalues on the complex plane.
The sensitivity of the model to perturbations of the model parameters can be

approximately estimated by the first term in the expansion of A(g).

An 1mproved methodology for finding the optimal system estimation by using
projection methods, as opposed to other methods that use variational computing.
Projection methods of investigation allow simultaneous and independent solution of
the task of estimation of the dynamic system state vectors and finding optimal control
sequences.
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